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1

Registers Overview and
Configuration Process

1.1

1.1.1

The Intel® Xeon® Processor E5 v3 product family contains one or more PCI devices
within each individual functional block. The configuration registers for these devices are
mapped as devices residing on the PCI Bus assigned for the processor socket.

Some features are only supported on specific SKU’s. In such case the respective
registers would only apply to the specific SKU which contains the feature support.

Refer to the Inte/l® Xeon® Processor E5 v3 Product Families Uncore Performance
Monitoring Reference Manual for details on Performance Monitoring Registers.

Platform Configuration Structure

The DMI2 physically connects the processor and the PCH. From a configuration
standpoint the DMI2 is a logical extension of PCI Bus 0. DMI2 and the internal devices
in the processor II0 and PCH logically constitute PCI Bus 0 to configuration software.
As a result, all devices internal to the processor and the PCH appear to be on PCI Bus 0.

Processor II0 Devices (CPUBUSNO (0))

The processor IIO contains PCI devices within a single, physical component. The
configuration registers for the devices are mapped as devices residing on PCI Bus
“"CPUBUSNO(0)” where CPUBUSNO(O0) is programmable by BIOS.

Intel® Xeon® Processor E5-1600, E5-2400, E5-2600 and E5-4600 v3 Product Families 15
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Device 0: DMI2 Root Port. Logically this appears as a PCI device residing on PCI
Bus 0. Device 0 contains the standard PCI header registers, extended PCI
configuration registers and DMI2 device specific configuration registers.

Device 1:PCI Express* Root Port 1a, 1b. Logically this appears as a “virtual” PCI-
to-PCI bridge residing on PCI Bus 0 and is compliant with PCI Express Local Bus
Specification Revision 2.0. Device 1 contains the standard PCI Express/PCI
configuration registers including PCI Express Memory Address Mapping registers. It
also contains the extended PCI Express configuration space that include PCI
Express error status/control registers and Virtual Channel controls.

Device 2: PCI Express* Root Port 2a, 2b, 2c and 2d. Logically this appears as a
“virtual” PCI-to-PCI bridge residing on PCI Bus 0 and is compliant with PCI Express
Local Bus Specification Revision 2.0. Device 2 contains the standard PCI Express/
PCI configuration registers including PCI Express Memory Address Mapping
registers. It also contains the extended PCI Express configuration space that
include PCI Express Link status/control registers and Virtual Channel controls.

— For the Intel® Xeon® Processor E5-2400 v3 device 2 should be ignored as it is
not implemented on this processor type.
Device 3: PCI Express Root Port 3a, 3b, 3c and 3d. Logically this appears as a
“virtual” PCI-to-PCI bridge residing on PCI Bus 0 and is compliant with PCI Express
Local Bus Specification Revision 2.0. Device 3 contains the standard PCI Express/
PCI configuration registers including PCI Express Memory Address Mapping
registers. It also contains the extended PCI Express configuration space that
include PCI Express error status/control registers and Virtual Channel controls.

Device 4: Intel QuickData DMA. This device contains the Standard PCI registers for
each of its functions. This device implements 8 functions for the 8 DMA Channels

and also contains Memory Map I/0O registers.

Intel® Xeon® Processor E5-1600, E5-2400, E5-2600 and E5-4600 v3 Product Families
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e Device 5: Integrated I/O Core. This device contains the Standard PCI registers for

each of its functions. This device implements three functions; Function 0 contains
Address Mapping, Intel® Virtualization Technology (Intel® VT) for Directed I/O
(Intel® VT-d) related registers and other system management registers. Function 1
contains PCle* Hot-Plug registers. Function 2 contains I/O RAS registers, Function
4 contains System Control/Status registers and miscellaneous control/status
registers on power management and throttling.

1.1.2 Processor Uncore Devices (CPUBUSNO (1))

The configuration registers for these devices are mapped as devices residing on the PCI
bus assigned for the processor socket. Bus number is derived by the max bus range

setting and processor socket number.

Figure 1-2. Processor Uncore Devices Map

Intel® Xeon® Processor E5-1600, E5-2400, E5-2600 and E5-4600 v3 Product Families

Intel® QPI

Ring Core Broadcast 110 Ring

Intel® QPI || Intel® QPI

Link 0 Link 1 (Cbo) Interface
) y Interface : "
(Device 8) || (Device 9) (Device 11) (Device 12-15) (Device 16)

Pre sor Power Control
c °ﬁ°es g CPU Home Agents (HA) Integrated Memory [ | Integrated Memory Unit (PCU)

onfiguration Target Address Controller 0 Controller 1 (Device 30)
Agent (Ubox) (Device 18) (Device 19-21) (Device 22 - 24)

(Device 16)

Device 8: Intel QPI Link 0. Device 8 contains the Intel QPI Link O registers.

— For the Intel® Xeon® Processor E5-1600 v3 device 8 should be ignored as it is
not implemented on this processor type.

Device 9: Intel QPI Link 1. Device 9 contains the Intel QPI Link 1 registers.

— For the Intel® Xeon® Processor E5-1600 and E5-2400 v3 device 9 should be
ignored as it is not implemented on this processor type.

Device 11: Intel QPI Ring Interface Device. Device 11 contains the processor Ring
to Intel QPI registers.

— For the Intel® Xeon® Processor E5-1600 v3 device 11 should be ignored as it
is not implemented on this processor type

Device 12 - 14: Processor Caching Agent. Device 12 - 14 contain the Cbo Unicast
configuration registers.

— Implemented devices and functions in these devices vary based on SKU.
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Device 15: Processor Caching Agent. Device 15 contain the Cbo Broadcast
configuration registers.

Device 16: Integrated IO Ring Interface Device. Device 16, Functions 0, 1 contain
the processor ring to PCI Express agent registers

Device 16: Processor Configuration Agent. Device 16 contains the Processor
Interrupt Event Handling (Ubox) registers.

Device 18: Processor Home Agent(s) (HA). Functions 0-1 contain Home Agent 0
registers. Functions 4-5 contain Home Agent 1 registers. There is one Home Agent
per Memory Controller. Not all Intel® Xeon® Processor E5 v3 Product Family
processors support IMC/HA 1. For SKUs with one IMC Functions 4-5 are not
implemented as only HAO is implemented.

— The Intel® Xeon® Processor E5-2400 v3 implements 1 IMC/HA per socket.

— Some SKUs of the Intel® Xeon® Processor E5-1600 and E5-2600 v3
implement 1 IMC/HA, and some SKUs implement 2 IMC/HA per socket.

Device 19 - 21: Integrated Memory Controller 0 configuration registers. For SKUs
with one IMC, this IMC supports up to 4 channels (0-3) off of IMC 0. For SKUs with
two IMC, this IMC supports 2 channels (0,1) and device 19 Functions 4, 5 (channel
2,3) and device 21 are not used and should be ignored as they apply to channels 2
and 3.

— The Intel® Xeon® Processor E5-2400 v3 implements 1 IMC/HA per socket and
does not support Channel 0. Channel 0 is not used and should be ignored.
Channels 1, 2 and 3 are used off of Devices 19-21.

— Some SKUs of the Intel® Xeon® Processor E5-1600 and E5-2600 v3
implement 1 IMC/HA, and some SKUs implement 2 IMC/HA per socket. For
SKUs which implement 1 IMC/HA channels 0, 1, 2 and 3 reside off of these
devices. For SKUs which implement 2 IMC/HA channels 0 and 1 reside off of
these devices.

Device 22 - 23: Integrated Memory Controller 1 configuration registers. For SKUs
with one IMC, these devices are not used. For SKUs with two IMC, this IMC
supports 2 channels (2,3) and device 22 Functions 4, 5 (channel 2,3) are not used
and should be ignored as they apply to unimplemented channels.

— The Intel® Xeon® Processor E5-2400 v3 implements 1 IMC/HA and does not
use these devices.

— Some SKUs of the Intel® Xeon® Processor E5-1600 and E5-2600 v3
implement 1 IMC/HA, and some SKUs implement 2 IMC/HA per socket. For
SKUs which implement 1 IMC/HA these devices are not used. For SKUs which
implement 2 IMC/HA channels 2 and 3 reside off of these devices.

e Device 30: Processor Power Control Unit. Device 30 contain the PCU registers.

Configuration Register Rules

The Intel® Xeon® Processor E5 v3 product family supports the following configuration
register types:

e PCI Configuration Registers (CSRs): CSRs are chipset specific registers that are

located at PCI defined address space.

Machine Specific Registers (MSRs): MSRs are machine specific registers that
can be accessed by specific read and write instructions. MSRs are OS ring 0 and
BIOS accessible, though some can only be accessed in certain modes (i.e. SMM
mode).
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1.2.1

1.2.1.1

1.2.1.2

1.2.1.3

e Memory-mapped I/0 registers: These registers are mapped into the system
memory map as MMIO low or MMIO high. They are accessed by any code typically
an OS driver running on the platform. This register space is introduced with the
integration of some of the chipset functionality.

CSR Access

Configuration space registers are accessed via the well known configuration transaction
mechanism defined in the PCI specification and this uses the bus:device:function
number concept to address a specific device’s configuration space. If initiated by a
remote CPU, accesses to PCI configuration registers are achieved via NcCfgRd/Wr
transactions on Intel QPI.

All configuration register accesses are accessed over Message Channel through the
Ubox but might come from a variety of different sources:

e Local cores

e Remote cores (over Intel QuickPath Interconnect)

Configuration registers can be read or written in Byte, WORD (16-bit), or DWORD (32-
bit) quantities. Accesses larger than a DWORD to PCI Express configuration space will
result in unexpected behavior. All multi-byte numeric fields use “little-endian” ordering
(that is, lower addresses contain the least significant parts of the field).

PCI Bus Number

In the tables shown for IIO devices (0 - 7), the PCI Bus numbers are all marked as “Bus
0”. This means that the actual bus number is variable depending on which socket is
used. The specific bus number for all PCIe devices in the Intel® Xeon® Processor E5 v3
product family is specified in the CPUBUSNO register which exists in the I/O module’s
configuration space. Bus number is derived by the max bus range setting and processor
socket number.

Uncore Bus Number

In the tables shown for Uncore devices (8 - 31), the PCI Bus numbers are all marked as
“bus 1”. This means that the actual bus number is CPUBUSNO(1) where CPUBUSNO(1)
is programmable by BIOS depending on which socket is used. The specific bus number
for all PCle devices in the Intel® Xeon® Processor E5 v3 product family is specified in
the CPUBUSNO register.

Device Mapping

Each component in the processor is uniquely identified by a PCI bus address consisting
of Bus Number, Device Number and Function Number. Device configuration is based on
the PCI Type 0 configuration conventions. All processor registers appear on the PCI bus
assigned for the processor socket. Bus number is derived by the max bus range setting
and processor socket humber.

Intel® Xeon® Processor E5-1600, E5-2400, E5-2600 and E5-4600 v3 Product Families 19
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Table 1-1. Functions Specifically Handled by the Processor (Sheet 1 of 2)
Register Group DID Device | Function Comment
DMI2 2F00h 0 0 x4 link from Processor to PCH
PCI Express Root Port in DMI2 2F01h 0 0 Device 0 operating as a x4 PCI Express
Mode Port instead of a link to the PCH
2F04h,
2F05h, PCIe Device 2 Root Ports
PCI Express Root Port 2 2F06h, 2 0-3 Xx16, x8 or x4 max link width
2F07h
2F08,
2F0%9h, PCIe Device 3 Root Ports
PCI Express Root Port 3 2FOAh, 3 0-3 Xx16, x8 or x4 max link width
2F0Bh
Address Map, Intel VTd, System
110 2F28h 5 0 Management
110 2F2Ah 5 RAS, Control Status and Global Errors
110 2F2Ch 5 4 1/O APIC
2F20h,
2F21h,
2F22h,
. 2F23h,
Intel QuickData Technology >F24h 4 0-7 DMA Channel 0 to Channel 7
2F25h,
2F26h,
2F27h
Intel QPI Link 2F80h Intel QPI Link O
Intel QPI Link 2F90h Intel QPI Link 1
2F98h,
2F99h,
PCU 2F9Ah 30 0-4 Power Control Unit
2FCOh
2F9Ch
UBOX 2F1Eh 16 5 Scratchpad and Semaphores
UBOX 2F7Dh 16 6 Scratchpad and Semaphores
UBOX 2F1F 16 7 Scratchpad and Semaphores
Integrated Memory Controller 0 2FA8h 19 0 IMC Main
Integrated Memory Controller 0 2F71h 19 1 IMC RAS Registers
2FAAh, IMC Channel 0-1 Target Address
Integrated Memory Controller 0 2FABh, 19 2-3 Decoder Registers
2FACh, IMC Channel 2-3 Target Address
Integrated Memory Controller 0 SFAD 19 4-5 Decoder Registers
2FB4, .
Integrated Memory Controller 0 SFB5S 20 0,1 IMC Channel 0-1 Registers
2FBAh,
2FBBh, ’
Integrated Memory Controller 0 >FBEh 17 2,3,6,7 For 1 HA: DDRIO 0,1,2,3 Multicast
2FBFh
2FBCh,
Integrated Memory Controller 0 2FBDh 17 4,5 For 2 HA: DDRIO 0 & 1
2FBEh, .
Integrated Memory Controller 0 >FBFh 17 6,7 For 2 HA: DDRIO 0,1,Multicast
20 Intel® Xeon® Processor E5-1600, E5-2400, E5-2600 and E5-4600 v3 Product Families

Datasheet, Volume Two: Registers




Registers Overview and Configuration Process

Table 1-1.

1.2.1.4

intel.

Functions Specifically Handled by the Processor (Sheet 2 of 2)

Register Group DID Device | Function Comment
2FD8h,
2FDYh,
Integrated Memory Controller 0 SFDAR 31 0-3 For 2 HA only: DDRIO 2 & 3
2FDBh,
2FB6, )
Integrated Memory Controller 0 SFB7 20 2,3 IMC Channel 0-1 Registers
2FBO, )
Integrated Memory Controller 1 SFB1 21 0,1 IMC Channel 2-3 Registers
2FB2, .
Integrated Memory Controller 1 2FB3 21 2,3 IMC Channel 2-3 Registers
Integrated Memory Controller 1 2F68h 22 0 IMC Main
Integrated Memory Controller 1 2F79h 22 IMC RAS Registers
2F6Ah, IMC Channel 0-1 Target Address
Integrated Memory Controller 1 2F6Bh, 22 2-3 Decoder Registers
2FD4, )
Integrated Memory Controller 1 SFD5 23 0,1 IMC Channel 0-1 Registers
2FBAh,
2FBBh, .
Integrated Memory Controller 0 SFBEh 17 2,3,6,7 For 1 HA: DDRIO 0,1,2,3 Multicast
2FBFh
2FBCh,
Integrated Memory Controller 0 SFBDh 17 4,5 For 2 HA: DDRIO 0 & 1
2FBEh, .
Integrated Memory Controller 0 SFBFh 17 6,7 For 2 HA: DDRIO 0,1,Multicast
2FD8h,
2FD9h,
Integrated Memory Controller 0 SFDAR 31 0-3 For 2 HA only: DDRIO 2 & 3
2FDBh,
2FD6, )
Integrated Memory Controller 1 SFD7 23 0,1 IMC Channel 0-1 Registers
R2PCIe 2F1Dh 16 0 Integrated IO Ring Interface
PCI Express Ring Performance
R2PClIe 2F34h 16 1 Monitoring
R3QPI 2F81h, 11 0 Intel QPI Ring Interface
2F36h
R3QPI 2F§§h, 11 1,2 Intel QPI Ring Performance Monitoring

— For the Intel Xeon processor E5-1600 v3 product family, Intel QPI ports 0 and 1
are not implemented. Associated devices and functions are not used and

unavailable.

— For the Intel® Xeon® Processor E5-1600 and E5-2400 v3 some SKUs

implement 1 IMC\HA, and some SKUs support 2 IMC\HA. Associated devices

and functions are not used and unavailable.

— For the Intel Xeon Processor E5-2400 v3 product families, Intel QPI Link 1, HA
1, IMC 1, and Memory channel 0 are not implemented. Associated devices and
functions are not used and unavailable.

Unimplemented Devices/Functions and Registers

Configuration reads to unimplemented functions and devices will return all ones
emulating a master abort response. Note that there is no asynchronous error reporting
that happens when a configuration read master aborts. Configuration writes to
unimplemented functions and devices will return a normal response.

Intel® Xeon® Processor E5-1600, E5-2400, E5-2600 and E5-4600 v3 Product Families
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1.2.1.5

1.2.2

1.2.3

1.3

Table 1-2.

22

Software should not attempt or rely on reads or writes to unimplemented registers or
register bits. Unimplemented registers should return all zeroes when read. Writes to
unimplemented registers are ignored. For configuration writes to these register (require
a completion), the completion is returned with a normal completion status (not master-
aborted).

Device Hiding

The Intel® Xeon® Processor E5 v3 product family provides a mechanism by which
various PCI devices or functions within the unit can be hidden from the host
configuration software; that is, all PCI configuration accesses to the devices’
configuration space from Intel QPI will be master aborted. This mechanism is needed in
cases where a device or function is not used or is available for use, because either the
device is turned off or the device is not serving any meaningful purpose in a given
platform configuration. This hiding mechanism is implemented via the DEVHIDE
register.

MSR Access

Machine specific registers are architectural and only accessed by using specific
ReadMSR/WriteMSR instructions. MSRs are always accessed as a naturally aligned 4 or
8 byte quantity.

For common IA-32 architectural MSRs, please refer to the Intel® 64 and IA-32
Software Developer’s Manual.

Memory-Mapped I/0 Registers

The PCI standard provides not only configuration space registers but also registers
which reside in memory-mapped space. For PCI devices, this is typically where the
majority of the driver programming occurs and the specific register definitions and
characteristics are provided by the device manufacturer. Access to these registers are
typically accomplished via CPU reads and writes to non-coherent (UC) or write-
combining (WC) space.

Reads and writes to memory-mapped registers can be accomplished with 1, 2, 4 or 8
byte transactions.

Register Terminology

The bits in configuration register descriptions will have an assigned attribute from the
following table. Bits without a Sticky attribute are set to their default value by a hard
reset.

Register Attributes Definitions (Sheet 1 of 2)

Attr Description

RO Read Only: These bits can only be read by software, writes have no effect. The value of the
bits is determined by the hardware only.

RW Read / Write: These bits can be read and written by software.

RC Read Clear Variant: These bits can be read by software, and the act of reading them

automatically clears them. HW is responsible for writing these bits, and therefore the -V
modifier is implied.

W1s Write 1 to Set :Writing a 1 to these bits will set them to 1. Writing 0 will have no effect.
Reading will return indeterminate values and read ports are not requited on the register.

Intel® Xeon® Processor E5-1600, E5-2400, E5-2600 and E5-4600 v3 Product Families
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Table 1-2. Register Attributes Definitions (Sheet 2 of 2)

Attr Description

(e} Write Only: These bits can only be written, reads return indeterminate values.

RW-0O Read / Write Once: These bits can be read by software. After reset, these bits can only be
written by software once, after which the bits becomes ‘Read Only".

RW-L Read / Write Lock: These bits can be read and written by software. Hardware can make
these bits ‘Read Only’ via a separate configuration bit or other logic.

RW1C Read / Write 1 to Clear: These bits can be read and cleared by software. Writing a ‘1’ to a
bit clears it, while writing a ‘0’ to a bit has no effect.

ROS RO Sticky: These bits can only be read by software, writes have no effect. The value of the
bits is determined by the hardware only. These bits are only re-initialized to their default value
by a PWRGOOD reset.

RW1S Read, Write 1 to Set: These bits can be read. Writing a 1 to a given bit will set it to 1. Writing
a 0 to a given bit will have no effect. It is not possible for software to set a bit to “0”. The 1->0
transition can only be performed by hardware. These registers are implicitly -V.

RWS R / W Sticky: These bits can be read and written by software. These bits are only re-
initialized to their default value by a PWRGOOD reset.

RW1CS R / W1C Sticky: These bits can be read and cleared by software. Writing a ‘1’ to a bit clears
it, while writing a ‘0’ to a bit has no effect. These bits are only re-initialized to their default
value by a PWRGOOD reset.

RW-LB Read/Write Lock Bypass: Similar to RWL, these bits can be read and written by software.
HW can make these bits "Read Only” via a separate configuration bit or other logic. However,
RW-LB is a special case where the locking is controlled by the lock-bypass capability that is
controlled by the lock-bypass enable bits. Each lock-bypass enable bit enables a set of config
request sources that can bypass the lock. The requests sourced from the corresponding
bypass enable bits will be lock-bypassed (i.e. RW).

RO-FW Read Only Forced Write: These bits are read only from the perspective of the cores.

RWS-0 R / W Sticky Once: If a register is both sticky and “once” then the sticky value applies to
both the register value and the “once” characteristic. Only a PWRGOOD reset will reset both
the value and the “once” so that the register can be written to again.

RW-V R / W Volatile: These bits may be modified by hardware. Typically, this occurs based on
values from hardware configuration straps for functions such as DMI2 and PCle I/O
configuration. They also could be changed based on status or modes within internal state
machines. Software cannot expect the values to stay unchanged.

RWS-L R / W Sticky Locked: If a register is both sticky and locked, then the sticky behavior only
applies to the value. The sticky behavior of the lock is determined by the register that controls
the lock.

RV, Reserved: These bits are reserved for future expansion and their value must not be modified

RSVD by software. When writing these bits, software must preserve the value read.

1.4 Protected Processor Inventory Number

Protected Processor Inventory Number (PPIN) is a solution for inventory management
available on Intel Xeon processor E5 v3 product families for use in server platforms.

Intel® Xeon® Processor E5-1600, E5-2400, E5-2600 and E5-4600 v3 Product Families
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2 Integrated Memory Controller
(iMC) Configuration Registers

The Integrated Memory Controller registers are listed below and are specific to the
Intel® Xeon® Processor E5 v3 product families.

— The Intel® Xeon® Processor E5-1600, E5-2600, and E5-4600 v3 implement
either 1 Memory Controller or two.
e For SKUs with one IMC Device 22 and Device 23 (IMC 1) are not used and
should be ignored, as there are 4 channels on Device IMC 0.

e For SKUs with two IMC, each IMC has 2 channels. Device 19,22 Functions
4, 5 (channel 2,3) and device 21 are not used and should be ignored.

— The Intel® Xeon® Processor E5-2400 v3 implements one Memory Controller
with 3 channels. Device 22 and Device 23 (IMC 1) are not used and should be
ignored. References to channel 0 should be ignored, as the processor
implements channels 1, 2 and 3.

For Device 19 and 22 Functions 0-5 for offsets >= 256, PCle extended configuration
space are not designed for direct usage by OS or device drivers, and may not be
accessible directly by OS components such as device drivers. The PCI Capability Pointer
Register (CAPPTR) is set to a value of 00h. BIOS/firmware and/or BMC can access
these registers, combine the information obtained with system implementation
specifics, and if required, make it available to the OS through firmware and/or BMC

interfaces.

2.1 Device 19,22 Function 0
100h SMB_STAT_O 180h
‘ MH_MAINCNTL 104h SMBCMD_0 184h
108h SMBCntl_0 188h
MH_SENSE_500NS_CFG 10Ch SMB_TSOD_POLL_RATE_CNTR_O 18Ch
MH_DTYCYC_MIN_ASRT_CNTR_O 110h SMB_STAT_1 190h
MH_DTYCYC_MIN_ASRT_CNTR_1 114h SMBCMD_1 194h
MH_IO_500NS_CNTR 118h SMBCntl_1 198h
MH_CHN_ASTN 11Ch SMB_TSOD_POLL_RATE_CNTR_1 19Ch
MH_TEMP_STAT 120h SMB_PERIOD_CFG 1A0h
MH_EXT_STAT 124h SMB_PERIOD_CNTR 1A4h
128h SMB_TSOD_POLL_RATE 1A8h
12Ch 1ACh
130h 1BOh
134h 1B4h
138h 1B8h
13Ch 1BCh
140h 1COh
144h 1C4h
Intel® Xeon® Processor E5-1600, E5-2400, E5-2600 and E5-4600 v3 Product Families 25
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Pxpcap
PCI Express Capability.

Integrated Memory Controller (iMC) Configuration Registers

1C8h
1CCh
1D0h
1D4h
1D8h
1DCh
1EOh
1E4h
1E8h
1ECh
1FOh
1F4h
1F8h
1FCh

Type: CFG PortID: N/A

Bus: 1 Device: 19,22 Function: 0

Offset: 0x40

Bit Attr Default Description

29:25 RO 0x0 Interrupt Message Number (interrupt_message_number):
N/A for this device

24:24 RO 0x0 Slot Implemented (slot_implemented):
N/A for integrated endpoints

23:20 RO 0x9 Device/Port Type (device_port_type):
Device type is Root Complex Integrated Endpoint

19:16 RO Ox1 Capability Version (capability_version):
PCI Express Capability is Compliant with Version 1.0 of the PCI Express
Spec.
Note:
This capability structure is not compliant with Versions beyond 1.0, since
they require additional capability registers to be reserved. The only purpose
for this capability structure is to make enhanced configuration space
available. Minimizing the size of this structure is accomplished by reporting
version 1.0 compliancy and reporting that this is an integrated root port
device. As such, only three Dwords of configuration space are required for
this structure.

15:8 RO 0x0 Next Capability Pointer (next_ptr):
Pointer to the next capability. Set to O to indicate there are no more
capability structures.

7:0 RO 0x10 Capability ID (capability_id):

Provides the PCI Express capability ID assigned by PCI-SIG.

Intel® Xeon® Processor E5-1600, E5-2400, E5-2600 and E5-4600 v3 Product Families

Datasheet, Volume Two: Registers




®
Integrated Memory Controller (iMC) Configuration Registers l n tel

2.1.2 mcmtr

Memory Technology

Type: CFG
Bus: 1
Offset: 0x7c

PortID: N/A
Device: 19,22 Function: 0

Bit Attr

Default

Description

21:18 RW_LB

0x0

CHN_DISABLE(chn_disable):
Channel disable control. When set, the corresponding channel is disabled.

17:16 RW_LB

0x0

pass76(pass76):

00: do not alter ChnAdd calculation

01: replace ChnAdd[6] with SysAdd[6]

10: Reserved

11: replace ChnAdd[7:6] with SysAdd[7:6]

14 RW_LB

0x0

ddr4 (ddr4):
DDR4 mode

13:12 RW_LB

0x0

IMC_MODE (imc_mode):
Memory mode:

00: Native DDR

All others reserved.

8:8 RW_LB

0x0

NORMAL (normal):
0: Training mode
1: Normal Mode

3:3 RW_LBV

0x0

DIR_EN (dir_en):

If the directory disabled in SKU, this register bit is set to Read-Only (RO)
with O value, i.e. directory is disabled. When this bit is set to zero, IMC ECC
code will use the non-directory CRC-16. If the SKU supports directory and
enabled, i.e. directory is not disabled, the DIR_EN bit can be set by BIOS,
MC ECC will use CRC-15 in the first 32B code word to yield one directory bit.
It is important to know that changing this bit will require BIOS to re-initialize
the memory

2:2 RW_LBV

0x0

ECC_EN (ecc_en):
ECC enable. DISECC will force override this bit to 0.

1:1 RW_LBV

0x0

LS_EN (Is_en):
Use lock-step channel mode if set; otherwise, independent channel mode.
This field should only be set for native DDR lockstep.

0:0 RW_LB

0x0

CLOSE_PG (close_pg):
Use close page address mapping if set; otherwise, open page.

2.1.3 tadwayness_[0:11]

TAD Range Wayness, Limit and Target.

There are total of 12 TAD ranges (N + P + 1 = number of TAD ranges; P = how many
times channel interleave changes within the SAD ranges.).

Note for mirroring configuration:

For 1-way interleave, channel 0-2 mirror pair: target list <0,2,x,x>, TAD ways

For 1-way interleave, channel 1-3 mirror pair: target list <1,3,x,x>, TAD ways

\\oon

\\Oon

For 2-way interleave, 0-2 mirror pair and 1-3 mirror pair: target list <0,1,2,3>, TAD

ways = “01”
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For 1-way interleave, lockstep mirroring, target list <0,2,x,x>, TAD ways = “00”

Type:
Bus:
Offset:

CFG PortID: N/A
1 Device: 19,22 Function: 0
0x80, 0x84, 0x88, 0x8c, 0x90, 0x94, 0x98, 0x9c, Oxa0, O0xa4, Oxa8, Oxac

Bit

Attr Default Description

31:12

RW_LB 0x0 TAD_LIMIT (tad_limit):

Highest address of the range in system address space, 64MB granularity, i.e.
TADRANGLIMIT[45:26].

11:10

RW_LB 0x0 TAD_SKT_WAY (tad_skt_way):
socket interleave wayness

00 = 1 way,

01 = 2 way,

10 = 4 way,

11 = 8 way.

9:8

RW_LB 0x0 TAD_CH_WAY (tad_ch_way):

channel interleave wayness

00 - interleave across 1 channel or mirror pair
01 - interleave across 2 channels or mirror pairs
10 - interleave across 3 channels

11 - interleave across 4 channels

This parameter effectively tells iMC how much to divide the system address
by when adjusting for the channel interleave. Since both channels in a pair
store every line of data, divide by 1 when interleaving across one pair and 2
when interleaving across two pairs. For HA, it tells how may channels to
distribute the read requests across. When interleaving across 1 pair, this
distributes the reads to two channels, when interleaving across 2 pairs, this
distributes the reads across 4 pairs. Writes always go to both channels in the
pair when the read target is either channel.

7:6

RW_LB 0x0 TAD_CH_TGT3 (tad_ch_tgt3):
target channel for channel interleave 3 (used for 4-way TAD interleaving).

This register is used in the iMC only for reverse address translation for
logging sparepatrol errors, converting a rank address back to a system
address.

5:4

RW_LB | Ox0 TAD_CH_TGT2 (tad_ch_tgt2):
target channel for channel interleave 2 (used for 3/4-way TAD interleaving).

3:2

RW_LB | 0x0 TAD_CH_TGT1 (tad_ch_tgt1):

target channel for channel interleave 1 (used for 2/3/4-way TAD
interleaving).

1:0

RW_LB | 0x0 TAD_CH_TGTO (tad_ch_tgt0):

target channel for channel interleave 0 (used for 1/2/3/4-way TAD
interleaving).

2.1.4 mc_init_state_g

Initialization state for boot and training.

Type: CFG PortID: N/A

Bus: 1 Device: 19,22 Function: 0
Offset: 0Oxb4

Bit Attr Default | Description

12:9 RWS_L | 0x0 cs_oe_en:

28
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Type:
Bus:
Offset:

CFG

1

Oxb4

PortID: N/A
Device: 19,22 Function: 0

Bit

Attr

Default

Description

8:8

RWS_L

Ox1

MC is in SR (safe_sr):

This bit indicates if it is safe to keep the MC in self refresh (SR) during MC-reset.
If it is clear when reset occurs, it means that the reset is without warning and
the DDR-reset should be asserted. If set when reset occurs, it indicates that
DDR is already in SR and it can keep it this way. This bit can also indicate MRC if
reset without warning has occurred, and if it has, cold-reset flow should be
selected.

BIOS need to clear this bit at MRC entry.

7:7

RW_|

L

0x0

MRC_DONE (mrc_done):
This bit indicates the PCU that the MRC is done, IMC is in normal mode, ready to
serve.

MRC should set this bit when MRC is done, but it doesn’t need to wait until
training results are saved in BIOS flash.

5:5

RW_

Ox1

DDRIO Reset (reset_io):
Training Reset for DDRIO.
Make sure this bit is cleared before enabling DDRIO.

3:3

RW_

0x0

Refresh Enable (refresh_enable):

If cold reset, this bit should be set by BIOS after:

1) Initializing the refresh timing parameters

2) Running DDR through reset ad init sequence.

If warm reset or S3 exit, this bit should be set immediately after SR exit.

2:2

RW_

L

0x0

DCLK Enable (for all channels) (dclk_enable):

1:1

RW_

L

Ox1

DDR_RESET (ddr_reset):
DIMM reset. Controls all channels.

2.1.5 rcomp_timer

RCOMP wait timer. Defines the time from IO starting to run RCOMP evaluation until
RCOMP results are definitely ready. This counter is added in order to keep determinism
of the process if operated in different mode. This register also indicates that first

RCOMP has been done.

Type: CFG PortID: N/A
Bus: 1 Device: 19,22 Function: 0
Offset: 0xcO
Bit Attr Default | Description
31:31 | RW_V 0x0 rcomp_in_progress:
RCOMP in progress status bit
30:30 | RW 0x0 rcomp:
RCOMP start via message channel control for BIOS.
RCOMP start only triggered when the register bit output is changing from 0 ->
1.
iMC is not be responsible for clearing this bit.
When Rcomp is done via first_rcomp_done bit field.
21:21 | RW 0x0 ignore_mdIl_locked_bit
Ignore DDRIO MDLL lock status during rcomp when set.
20:20 | RW 0x0 no_mdll_fsm_override:
Do not force DDRIO MDLL on during rcomp when set.
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Type: CFG PortID: N/A

Bus: 1 Device: 19,22 Function: 0
Offset: 0xc0

Bit Attr Default | Description

16:16 | RW_LV | 0x0 First RCOMP has been done in DDRIO (first_rcomp_done):

This is a status bit that indicates the first RCOMP has been completed. It is
cleared on reset, and set by IMC HW when the first RCOMP is completed. BIOS
should wait until this bit is set before executing any DDR command.

15:0 RW 0xc00 COUNT (count):

DCLK cycle count that IMC needs to wait from the point it has triggered RCOMP
evaluation until it can trigger the load to registers.

2.1.6 mh_maincntl
MEMHOT Main Control.

Type: CFG PortID: N/A

Bus: 1 Device: 19,22 Function: 0
Offset: 0x104

Bit Attr Default Description

18:18 RW 0x0 MHOT_EXT_SMI_EN (mhot_ext_smi_en):

Generate SMI event when either MEM_HOT[1:0]# is externally asserted.

17:17 RW 0x0 MHOT_SMI_EN (mhot_smi_en):
Generate SMI during internal MEM_HOT# event assertion.

16:16 RW 0x0 Enabling external MEM_HOT sensing logic (mh_sense_en):
Externally asserted MEM_HOT sense control enable bit.
When set, the MEM_HOT sense logic is enabled.

15:15 RW Ox1 Enabling mem_hot output generation logic (mh_output_en):

MEMHOT output generation logic enable control.

When 0, the MEM_HOT output generation logic is disabled, i.e.
MEM_HOT[1:0]# outputs are in de-asserted state, no assertion regardless
of the memory temperature. Sensing of externally asserted
MEM_HOT[1:0]# is not affected by this bit. iMC will always reset the
MH1_DIMM_VAL and MHO_DIMM_VAL bits in the next DCLK so there is no
impact to the PCODE update to the MH_TEMP_STAT registers.

When 1, the MEM_HOT output generation logic is enabled.

14:12 RW 0x6 Reserved
11:8 RW 0x0 Reserved
7:0 RW Oox1f Reserved

2.1.7 mh_sense_500ns_cfg
MEMHOT Sense and 500 ns Config.

Type: CFG PortID: N/A

Bus: 1 Device: 19,22 Function: 0
Offset: 0x10c

Bit Attr Default | Description

25:16 | RW 0xc8 MH_SENSE_PERIOD (mh_sense_period):

MEMHOT Input Sense Period in number of CNTR_500_NANOSEC. BIOS
calculate number of CNTR_500_NANOSEC for 50 micro-sec / 100 micro-sec /
200 micro-sec / 400 micro-sec.
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Type: CFG PortID: N/A
Bus: 1 Device: 19,22 Function: 0
Offset: 0x10c
Bit Attr Default | Description
15:13 | RW 0x2 MH_IN_SENSE_ASSERT (mh_in_sense_assert):
MEMHOT Input Sense Assertion Time in number of CNTR_500_NANOSEC. BIOS
calculate number of CNFG_500_NANOSEC for 1 micro-sec / 2 micro-sec
inputsense duration.
MH_IN_SENSE_ASSERT ranges:
0 or 1: Reserved
2 - 7: 1 micro-sec - 3.5 micro-sec sense assertion time in 500nsec increment.
9:0 RW-LS | 0x190 CNFG_500_NANOSEC (cnfg_500_nanosec):
500ns equivalent in DCLK. BIOS calculate number of DCLK to be equivalent to
500 nanoseconds. This value is loaded into CNTR_500_NANOSEC when it is
decremented to zero.

2.1.8 mh_dtycyc_min_asrt_cntr_[0:1]

MEMHOT Duty Cycle Period and Min Assertion Counter.

Type: CFG PortID: N/A

Bus: 1 Device: 19,22 Function: 0

Offset: 0x110, Ox114

Bit Attr Default | Description

31:20 | RO_V 0x0 MH_MIN_ASRTN_CNTR (mh_min_asrtn_cntr):
MEM_HOT[1:0]# Minimum Assertion Time Current Count in number of
CNTR_500_NANOSEC decrement by 1 every CNTR_500_NANOSEC. When the
counter is zero, the counter is remain at zero and it is only loaded with
MH_MIN_ASRTN only when MH_DUTY_CYC_PRD_CNTR is reloaded.

19:0 RW_LV | 0xO0 MH_DUTY_CYC_PRD_CNTR (mh_duty_cyc_prd_cntr):
MEM_HOT[1:0]# DUTY Cycle Period Current Count in number of
CNTR_500_NANOSEC decrement by 1 every CNTR_500_NANOSEC. When the
counter is zero, the next cycle is loaded with MH_DUTY_CYC_PRD.
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2.1.9 mh_io_500ns_cntr

MEMHOT Input Output and 500 ns Counter.

Type:
Bus:
Offset:

CFG
1
0x118

PortID: N/A
Device: 19,22 Function: 0

Bit

Attr

Default

Description

31:22

RW_LV

0x0

MH1_IO_CNTR (mh1_io_cntr):

MEM_HOT[1:0]# Input Output Counter in number of CNTR_500_NANOSEC.
When MHO_IO_CNTR is zero, the counter is loaded with
MH_SENSE_PERIOD in the next CNTR_500_NANOSEC. When count is
greater than MH_IN_SENSE_ASSERT, the MEM_HOT1# output driver may
be turn on if the corresponding MEM_HOT#event is asserted. The receiver
is turned off during this time. When count is equal or less than
MH_IN_SENSE_ASSERT, MEM_HOT[1:0]# output is disabled and receiver is
turned on. Hardware will decrement this counter by 1 every time
CNTR_500_NANOSEC is decremented to zero. When the counter is zero, the
next CNFG_500_NANOSEC count is loaded with MH_IN_SENSE_ASSERT.

21:12

RW_LV

0x0

MHO_IO_CNTR (mhO0_io_cntr):

MEM_HOT[1:0]# Input Output Counter in number of CNTR_500_NANOSEC.
When MH_IO_CNTR is zero, the counter is loaded with MH_SENSE_PERIOD
in the next CNTR_500_NANOSEC. When count is greater than
MH_IN_SENSE_ASSERT, the MEM_HOT[1:0]# output driver may be turn on
if the corresponding MEM_HOT#event is asserted. The receiver is turned off
during this time. When count is equal or less than MH_IN_SENSE_ASSERT,
MEM_HOT[1:0]# output is disabled and receiver is turned on. BIOS
calculate number of CNTR_500_NANOSEC hardware will decrement this
register by 1 every CNTR_500_NANOSEC. When the counter is zero, the
next CNTR_500_NANOSEC count is loaded with MH_IN_SENSE_ASSERT.

9:0

RW_LV

0x0

CNTR_500_NANOSEC (cntr_500_nanosec):

500 ns base counters used for the MEMHOT counters and the SMBus
counters. BIOS calculate number of DCLK to be equivalent to 500
nanoseconds. CNTR_500_NANOSEC hardware will decrement this register
by 1 every CNTR_500_NANOSEC. When the counter is zero, the next
CNTR_500_NANOSEC count is loaded with CNFG_500_NANOSEC.

2.1.10 mh_chn_astn

MEMHOT Domain Channel Association.

Type: CFG PortID: N/A

Bus: 1 Device: 19,22 Function: 0

Offset: Ox1lic

Bit Attr Default Description

23:20 RO Oxb MH1_2ND_CHN_ASTN (mh1_2nd_chn_astn):
MemHot[1]# 2nd Channel Association bit 23: is valid bit. Note: Valid bit
means the association is valid and it does not implies the channel is
populated.
bit 22-20: 2nd channel ID within this MEMHOT domain.

19:16 RO Oxa MH1_1ST_CHN_ASTN (mh1_1st_chn_astn):
MemHot[1]# 1st Channel Association bit 19: is valid bit. Note: Valid bit
means the association is valid and it does not implies the channel is
populated.
bit 18-16: 1st channel ID within this MEMHOT domain.

7:4 RO 0x9 MHO_2ND_CHN_ASTN (mh0_2nd_chn_astn):
MemHot[0]# 2nd Channel Association bit 7: is valid bit. Note: Valid bit
means the association is valid and it does not implies the channel is
populated.
bit 6-4: 2nd channel ID within this MEMHOT domain.
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Type: CFG PortID: N/A

Bus: 1 Device: 19,22 Function: 0
Offset: Ox11ic

Bit Attr Default Description

3:0 RO 0x8 MHO_1ST_CHN_ASTN (mhO_1st_chn_astn):

MemHot[0]# 1st Channel Association bit 3: is valid bit. Note: Valid bit
means the association is valid and it does not implies the channel is
populated or exist.

bit 2-0: 1st channel ID within this MEMHOT domain.

2.1.11 mh_temp_stat

MEMHOT TEMP Status.

Type:
Bus:
Offset:

CFG
1
0x120

PortID: N/A
Device: 19,22 Function: 0

Bit

Attr

Default

Description

31:31

RW_V

0x0

MH1_DIMM_VAL (mh1_dimm_val):

Valid if set. PCODE search the hottest DIMM temperature and write the
hottest temperature and the corresponding Hottest DIMM CID/ID and set
the valid bit. MEMHOT hardware logic process the corresponding MEMHOT
data when there is a MEMHOT event. Upon processing, the valid bit is reset.
PCODE can write over existing valid temperature since a valid temperature
may not occur during a MEMHOT event. If PCODE set the valid bit occur at
the same cycle that the MEMHOT logic processing and try to clear, the
PCODE set will dominate since it is a new temperature is updated while
processing logic tries to clear an existing temperature.

30:28

RW

0x0

MH1_DIMM_CID (mh1_dimm_cid):

Hottest DIMM Channel ID for MEM_HOT[1]#. PCODE search the hottest
DIMM temperature and write the hottest temperature and the
corresponding Hottest DIMM CID/ID.

27:24

RW

0x0

MH1_DIMM_ID (mh1_dimm_id):

Hottest DIMM ID for MEM_HOT[1]#. PCODE search the hottest DIMM
temperature and write the hottest temperature and the corresponding
Hottest DIMM CID/ID.

23:16

RW

0x0

MH1_TEMP (mh1_temp):

Hottest DIMM Sensor Reading for MEM_HOT[1]# - This reading represents
the temperature of the hottest DIMM. PCODE search the hottest DIMM
temperature and write the hottest temperature and the corresponding
Hottest DIMM CID/ID. Note: iMC hardware load this value into the MEMHOT
duty cycle generator counter since PCODE may update this field at different
rate/time. This field is ranged from 0 to 127, i.e. the most significant bit is
always zero.

15:15

RW_V

0x0

MHO_DIMM_VAL (mhO0_dimm_val):

Valid if set. PCODE search the hottest DIMM temperature and write the
hottest temperature and the corresponding Hottest DIMM CID/ID and set
the valid bit. MEMHOT hardware logic process the corresponding MEMHOT
data when there is a MEMHOT event. Upon processing, the valid bit is reset.
PCODE can write over existing valid temperature since a valid temperature
may not occur during a MEMHOT event. If PCODE set the valid bit occur at
the same cycle that the MEMHOT logic processing and try to clear, the
PCODE set will dominate since it is a new temperature is updated while
processing logic tries to clear an existing temperature.

14:12

RW

0x0

MHO_DIMM_CID (mhO0_dimm_cid):

Hottest DIMM Channel ID for MEM_HOT[0]#. PCODE search the hottest
DIMM temperature and write the hottest temperature and the
corresponding Hottest DIMM CID/ID.
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Type: CFG PortID: N/A

Bus: 1 Device: 19,22 Function: 0
Offset: 0x120

Bit Attr Default Description

11:8 RW 0x0 MHO_DIMM_ID (mh0_dimm_id):

Hottest DIMM ID for MEM_HOT[0]#. PCODE search the hottest DIMM
temperature and write the hottest temperature and the corresponding
Hottest DIMM CID/ID.

7:0 RW 0x0 MHO_TEMP (mhO_temp):

Hottest DIMM Sensor Reading for MEM_HOT[0]# - This reading represents
the temperature of the hottest DIMM. PCODE search the hottest DIMM
temperature and write the hottest temperature and the corresponding
Hottest DIMM CID/ID. Note: iMC hardware load this value into the MEMHOT
duty cycle generator counter since PCODE may update this field at different
rate/time. This field is ranged from 0 to 127, that is, the most significant bit
is always zero.

2.1.12 mh_ext_stat
Capture externally asserted MEM_HOT[1:0]# assertion detection.
Type: CFG PortID: N/A
Bus: 1 Device: 19,22 Function: 0
Offset: 0x124
Bit Attr Default Description
1:1 RW1C 0x0 MH_EXT_STAT_1 (mh_ext_stat_1):
MEM_HOT[1]# assertion status at this sense period.
Set if MEM_HOT[1]# is asserted externally for this sense period, this running
status bit will automatically updated with the next sensed value in the next
MEMHOT input sense phase.
0:0 RW1C 0x0 MH_EXT_STAT_0 (mh_ext_stat_0):
MEM_HOT[0]# assertion status at this sense period.
Set if MEM_HOT[0]# is asserted externally for this sense period, this running
status bit will automatically updated with the next sensed value in the next
MEMHOT input sense phase.
2.1.13 smb_stat_[0:1]
SMBus Status. This register provides the interface to the SMBus/I2C* SCL and SDA
signals that is used to access the Serial Presence Detect EEPROM (SPD) or Thermal
Sensor on DIMM (TSOD) that defines the technology, configuration, and speed of the
DIMMs controlled by iMC.
Type: CFG PortID: N/A
Bus: 1 Device: 19,22 Function: 0
Offset: 0x180,
Bit Attr Default Description
31:31 RO_V 0x0 SMB_RDO (smb_rdo):
Read Data Valid
This bit is set by iMC when the Data field of this register receives read data
from the SPD/TSOD after completion of an SMBus read command. It is
cleared by iMC when a subsequent SMBus read command is issued.
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Type:
Bus:
Offset:

CFG

0x180,

PortID: N/A
Device: 19,22 Function: 0

Bit

Attr

Default

Description

30:30

RO_V

0x0

SMB_WOD (smb_wod):
Write Operation Done

This bit is set by iMC when a SMBus Write command has been completed on
the SMBus. It is cleared by iMC when a subsequent SMBus Write command
is issued.

29:29

RO_V

0x0

SMB_SBE (smb_sbe):
SMBus Error

This bit is set by iMC if an SMBus transaction (including the TSOD polling or
message channel initiated SMBus access) that does not complete
successfully (non-Ack has been received from slave at expected Ack slot of
the transfer). If a slave device is asserting clock stretching, IMC does not
have logic to detect this condition to set the SBE bit directly; however, the
SMBus master will detect the error at the corresponding transaction's
expected ACK slot.

Once SMBUS_SBE bit is set, iMC stops issuing hardware initiated TSOD
polling SMBUS transactions until the SMB_SBE is cleared. iMC will not
increment the SMB_STAT_x.TSOD_SA until the SMB_SBE is cleared. Manual
SMBus command interface is not affected, i.e. new command issue will clear
the SMB_SBE like A0 silicon behavior.

28:28

ROS_V

0x0

SMB_BUSY (smb_busy):

SMBus Busy state. This bit is set by iMC while an SMBus/I12C command
(including TSOD command issued from IMC hardware) is executing. Any
transaction that is completed normally or gracefully will clear this bit
automatically. By setting the SMB_SOFT_RST will also clear this bit.

This register bit is sticky across reset so any surprise reset during pending
SMBus operation will sustain the bit assertion across surprised warm-reset.
BIOS reset handler can read this bit before issuing any SMBus transaction to
determine whether a slave device may need special care to force the slave
to idle state (e.g. via clock override toggling SMB_CKOVRD and/or via
induced time-out by asserting SMB_CKOVRD for 25-35ms).

27:24

RO_V

0x7

Last Issued TSOD Slave Address (tsod_sa):

This field captures the last issued TSOD slave address. Here is the slave
address and the DDR CHN and DIMM slot mapping:

Slave Address: 0 -- Channel: Even Chn; Slot #: 0
Slave Address: 1 -- Channel: Even Chn; Slot #: 1
Slave Address: 2 -- Channel: Even Chn; Slot #: 2
Slave Address: 3 -- Channel: Even Chn; Slot #: 3 (reserved)
Slave Address: 4 -- Channel: Odd Chn; Slot #: 0
Slave Address: 5 -- Channel: Odd Chn; Slot #: 1
Slave Address: 6 -- Channel: Odd Chn; Slot #: 2
Slave Address: 7 -- Channel: Odd Chn; Slot #: 3 (reserved)

Since this field only captures the TSOD polling slave address. During SMB
error handling, software should check the hung SMB_TSOD_POLL_EN state
before disabling the SMB_TSOD_POLL_EN in order to qualify whether this
field is valid.

RO_V

0x0

SMB_RDATA (smb_rdata):

Read DataHolds data read from SMBus Read commands.

Since TSOD/EEPROM are 12C* devices and the byte order is MSByte first in
a word read, reading of I2C using word read should return
SMB_RDATA[15:8] = I2C_MSB and SMB_RDATA[7:0] = I2C_LSB. If reading
of I12C using byte read, the SMB_RDATA[15:8] = dont care;
SMB_RDATA[7:0] = readbyte.

If there is a SMB slave connected on the bus, reading of the SMBus slave
using word read returns SMB_RDATA[15:8] = SMB_LSB and
SMB_RDATA[7:0] = SMB_MSB.

If the software is not sure whether the target is I2C or SMBus slave, please
use byte access.
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2.1.14 smbcmd_[0:1]

A write to this register initiates a DIMM EEPROM access through the SMBus/I2C.

Integrated Memory Controller (iMC) Configuration Registers

Type:
Bus:
Offset:

CFG
1
0x184,

PortID: N/A
Device: 19,22 Function: 0

Bit

Attr

Default

Description

31:31

RW_V

0x0

SMB_CMD_TRIGGER (smb_cmd_trigger):

CMD trigger: After setting this bit to 1, the SMBus master will issue the SMBus
command using the other fields written in SMBCMD_[0:1] and SMBCntI_[0:1].
Note: the '-V' in the attribute implies the hardware will reset this bit when the
SMBus command is being started.

30:30

RWS

0x0

SMB_PNTR_SEL (smb_pntr_sel):

Pointer Selection: SMBus/I2C present pointer based access enable when set;
otherwise, use random access protocol. Hardware based TSOD polling will also
use this bit to enable the pointer word read.

Important Note: Cpu hardware based TSOD polling can be configured with
pointer based access. If software manually issue SMBus transaction to other
address, i.e. changing the pointer in the slave device, it is software's
responsibility to restore the pointer in each TSOD before returning to hardware
based TSOD polling while keeping the SMB_PNTR_SEL = 1.

29:29

RWS

0x0

SMB_WORD_ACCESS (smb_word_access):

Word access: SMBus/I2C word 2B access when set; otherwise, it is a byte
access.

28:28

RWS

0x0

SMB_WRT_PNTR (smb_wrt_pntr):
Bit[28:27] = 00: SMBus Read
Bit[28:27] = 01: SMBus Write
Bit[28:27] = 10: illegal combination

Bit[28:27] = 11: Write to pointer register SMBus/I2C pointer update (byte). bit
30, and 29 are ignored. Note: SMBCntl_[0:1] [26] will NOT disable WrtPntr
update command.

27:27

RWS

0x0

SMB_WRT_CMD (smb_wrt_cmd):
When '0', it's a read command
When '1', it's a write command

26:24

RWS

0x0

SMB_SA (smb_sa):
Slave Address: This field identifies the DIMM SPD/TSOD to be accessed.

23:16

RWS

0x0

SMB_BA (smb_ba):
Bus Txn Address: This field identifies the bus transaction address to be
accessed.

Note: in WORD access, 23:16 specifies 2B access address. In Byte access,
23:16 specified 1B access address.

RWS

0x0

SMB_WDATA (smb_wdata):

Write Data: Holds data to be written by SPDW commands.

Since TSOD/EEPROM are I12C devices and the byte order is MSByte first in a
word write, writing of I12C using word write should use SMB_WDATA[15:8] =
I12C_MSB and SMB_WDATA[7:0] = I2C_LSB. If writing of I2C using byte write,
the SMB_WDATA[15:8] = dont care; SMB_WDATA[7:0] = writebyte.

If we have a SMB slave connected on the bus, writing of the SMBus slave using
word write should use SMB_WDATA[15:8] = SMB_LSB and SMB_WDATA[7:0]
= SMB_MSB.

It is software responsibility to figure out the byte order of the slave access.
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2.1.15 smbcntl_[0:1]

SMBus Control.

Type:
Bus:
Offset:

CFG
1
0x188,

PortID: N/A
Device: 19,22 Function: 0

Bit

Attr

Default

Description

31:28

RWS

Oxa

SMB_DTI (smb_dti):
Device Type Identifier: This field specifies the device type identifier. Only
devices with this device-type will respond to commands.

'0011' specifies TSOD.

'1010' specifies EEPROM's.

'0110' specifies a write-protect operation for an EEPROM.

Other identifiers can be specified to target non-EEPROM devices on the SMBus.

Note: IMC based hardware TSOD polling uses hardcoded DTI. Changing this
field has no effect on the hardware based TSOD polling.

27:27

RWS_V

0x1

SMB_CKOVRD (smb_ckovrd):

Clock Override

'0" Clock signal is driven low, overriding writing a '1' to CMD.

'1" Clock signal is released high, allowing normal operation of CMD.
Toggling this bit can be used to 'budge' the port out of a 'stuck' state.

Software can write this bit to 0 and the SMB_SOFT_RST to 1 to force hung
SMBus controller and the SMB slaves to idle state without using power good
reset or warm reset.

Note: Software need to set the SMB_CKOVRD back to 1 after 35ms in order
to force slave devices to time-out in case there is any pending
transaction. The corresponding SMB_STAT_x.SMB_SBE error status bit
may be set if there was such pending transaction time-out (non-
graceful termination). If the pending transaction was a write operation,
the slave device content may be corrupted by this clock override
operation. A subsequent SMB command will automatically cleared the
SMB_SBE.

iMC added SMBus time-out control timer in BO. When the time-out control timer

expired, the SMBCKOVRD# will “de-assert”, i.e. return to 1 value and clear the

SMBSBEO.

26:26

RW_LB

0x1

SMB_DIS_WRT (smb_dis_wrt):
Disable SMBus Write

Writing a '0' to this bit enables CMD to be set to 1; Writing a 1 to force CMD bit
to be always 0, i.e. disabling SMBus write. This bit can only be written in
SMMode. SMBus Read is not affected. I2C Write Pointer Update Command is not
affected.

Important Note to BIOS: Since BIOS is the source to update SMBCNTL_x
register initially after reset, it is important to determine whether the SMBus can
have write capability before writing any upper bits (bit24-31) via byte-enable
config write (or writing any bit within this register via 32b config write) within
the SMBCNTL register.
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Type: CFG PortID: N/A

Bus: 1 Device: 19,22 Function: 0
Offset: 0x188,

Bit Attr Default | Description

10:10 | RW 0x0 SMB_SOFT_RST (smb_soft_rst):

SMBus software reset strobe to graceful terminate pending transaction after

ACK and keep the SMB from issuing any transaction until this bit is cleared. If

slave device is hung, software can write this bit to 1 and the SMB_CKOVRD to 0

(for more than 35ms)to force hung the SMB slaves to time-out and put it in idle

state without using power good reset or warm reset.
Note: Software need to set the SMB_CKOVRD back to 1 after 35ms in order
to force slave devices to time-out in case there is any pending
transaction. The corresponding SMB_STAT_x.SMB_SBE error status bit
may be set if there was such pending transaction time-out (non-
graceful termination). If the pending transaction was a write operation,
the slave device content may be corrupted by this clock override
operation. A subsequent SMB command will automatically cleared the
SMB_SBE.
If the IMC HW perform SMB time-out with the SMB_SBE_EN = 1. Software
should simply clear the SMB_SBE and SMB_SOFT_RST sequentially after
writing the SMB_CKOVRD = 0 and SMB_SOFT_RST = 1 asserting clock override
and perform graceful txn termination. Hardware will automatically de-assert the
SMB_CKOVRD update to 1 after the pre-configured 35ms/65ms time-out.
9:9 RW_LB | Ox0 start_tsod_poll:

This bit wil start the reading of all enabled devices.

Note that the hardware will reset this bit when the SMBus polling has started.
8:8 RW_LB | 0x0 SMB_TSOD_POLL_EN (smb_tsod_poll_en):

TSOD polling enable

'0": disable TSOD polling and enable SPDCMD accesses.

'1": disable SPDCMD access and enable TSOD polling.

It is important to make sure no pending SMBus transaction and the TSOD

polling must be disabled (and pending TSOD polling must be drained) before

changing the TSOD_POLL_EN.
7:0 RW_LB | Ox0 TSOD_PRESENT for the lower and upper channels (tsod_present):

DIMM slot mask to indicate whether the DIMM is equipped with TSOD sensor.

Bit 7: must be programmed to zero. Upper channel slot #3 is not supported

Bit 6: TSOD PRESENT at upper channel (ch 1 or ch 3) slot #2

Bit 5: TSOD PRESENT at upper channel (ch 1 or ch 3) slot #1

Bit 4: TSOD PRESENT at upper channel (ch 1 or ch 3) slot #0

Bit 3: must be programmed to zero. Lower channel slot #3 is not supported

Bit 2: TSOD PRESENT at lower channel (ch 0 or ch 2) slot #2

Bit 1: TSOD PRESENT at lower channel (ch 0 or ch 2) slot #1

Bit 0: TSOD PRESENT at lower channel (ch 0 or ch 2) slot #0

2.1.16

smb_tsod_poll_rate_cntr_[0:1]

Type: CFG PortID: N/A

Bus: 1 Device: 19,22 Function: 0
Offset: 0x18c,

Bit Attr Default | Description

17:0 RW_LV | Ox0 SMB_TSOD_POLL_RATE_CNTR (smb_tsod_poll_rate_cntr):

38

TSOD poll rate counter. When it is decremented to zero, reset to zero or written
to zero, SMB_TSOD_POLL_RATE value is loaded into this counter and appear the
updated value in the next DCLK.
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2.1.17 smb_ period_cfg
SMBus Clock Period Config.
Type: CFG PortID: N/A
Bus: 1 Device: 19,22 Function: 0
Offset: Ox1a0
Bit Attr Default | Description
31:16 | RWS 0x445c Reserved
15:0 RWS 0xfa0 SMB_CLK_PRD (smb_clk_prd):
This field specifies both SMBus Clock in number of DCLK. Note: In order to
generate a 50% duty cycle SCL, half of the SMB_CLK_PRD is used to generate
SCL high. SCL must stay low for at least another half of the SMB_CLK_PRD
before pulling high. It is recommend to program an even value in this field
since the hardware is simply doing a right shift for the divided by 2 operation.
Note the 100 KHz SMB_CLK_PRD default value is calculated based on 800 MTs
(400 MHz) DCLK.
2.1.18 smb_period_cntr
SMBus Clock Period Counter.
Type: CFG PortID: N/A
Bus: 1 Device: 19,22 Function: 0
Offset: Ox1a4
Bit Attr Default | Description
31:16 | RO_V 0x0 SMB1_CLK_PRD_CNTR (smb1_clk_prd_cntr):
SMBus #1 Clock Period Counter for Ch 23. This field is the current SMBus Clock
Period Counter Value.
15:0 RO_V 0x0 SMBO_CLK_PRD_CNTR (smb0_clk_prd_cntr):
SMBus #0 Clock Period Counter for Ch 01. This field is the current SMBus Clock
Period Counter Value.
2.1.19 smb_tsod_poll_rate
Type: CFG PortID: N/A
Bus: 1 Device: 19,22 Function: 0
Offset: Ox1la8
Bit Attr Default Description
17:0 RWS 0x3e800 | SMB_TSOD_POLL_RATE (smb_tsod_poll_rate):
TSOD poll rate configuration between consecutive TSOD accesses to the TSOD
devices on the same SMBus segment. This field specifies the TSOD poll rate in
number of 500 ns per CNFG_500_NANOSEC register field definition.
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2.2 Device 19,22 Function 1
DID VID Oh SPAREADDRESSLO 80h
PCISTS PCICMD 4h 84h
CCR RID 8h 88h
BIST HDR PLAT CLSR Ch 8Ch
10h SPARECTL 90h
14h SSRSTATUS 94h
18h SCRUBADDRESSLO 98h
1Ch SCRUBADDRESSHI 9Ch
20h SCRUBCTL AOh
24h A4h
28h SPAREINTERVAL A8h
30h BOh
34h SMISPARECTL B4h
38h LEAKY_BUCKET_CFG B8h
MAXLAT MINGNT INTPIN INTL 3Ch BCh
PXPCAP 40h LEAKY_BUCKET_CNTR_LO COh
LEAKY_BUCKET_CNTR_HI Cah
C8h
CCh
DOh
D4h
D8h
DCh
EOh
E4h
E8h
ECh
FOh
F4h
F8h
FCh
2.2.1 pxpcap
Type: CFG PortID: N/A
Bus: 1 Device: 19,22 Function: 1
Offset:  0x40
Bit Attr Default Description
29:25 RO 0x0 Interrupt Message Number (interrupt_message_number):
NA for this device
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Type:
Bus:
Offset:

CFG
1
0x40

PortID: N/A
Device: 19,22 Function: 1

Bit

Attr

Default

Description

24:24

RO

0x0

Slot Implemented (slot_implemented):
NA for integrated endpoints

23:20

RO

0x9

Device/Port Type (device_port_type):
Device type is Root Complex Integrated Endpoint

19:16

RO

0x1

Capability Version (capability_version):

PCI Express Capability is Compliant with Version 1.0 of the PCI Express
Spec.

Note:

This capability structure is not compliant with Versions beyond 1.0, since
they require additional capability registers to be reserved. The only
purpose for this capability structure is to make enhanced configuration
space available. Minimizing the size of this structure is accomplished by
reporting version 1.0 compliancy and reporting that this is an integrated
root port device. As such, only three Dwords of configuration space are
required for this structure.

RO

0x0

Next Capability Pointer (next_ptr):
Pointer to the next capability. Set to 0 to indicate there are no more
capability structures.

7:0

RO

0x10

Capability ID (capability_id):
Provides the PCI Express capability ID assigned by PCI-SIG.

2.2.2 spareaddresslo

Spare Address Low

Always points to the lower address for the next sparing operation. This register will not
be affected by the HA access to the spare source rank during the HA window.

Type: CFG PortID: N/A

Bus: 1 Device: 19,22 Function: 1
Offset: 0x80

Bit Attr Default | Description

30:0 RW_LV | 0x0 RANKADD (rankadd):

Always points to the lower address for the next sparing operation. This register

will not be affected by the HA access to the spare source rank during the HA
window.
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2.2.3

sparectl

Integrated Memory Controller (iMC) Configuration Registers

Type:
Bus:
Offset:

CFG
1
0x90

PortID: N/A
Device: 19,22 Function: 1

Bit

Attr

Default

Description

29:29

RW_LB

0x0

DisWPQWM (diswpgwm):

Disable WPQ level based water mark, so that sparing wm is only based on
HaFifoWM.

If DisSWPQWM is clear, the spare window is started when the number of hits to
the failed DIMM exceed max (# of credits in WPQ not yet returned to the HA,
HaFifoWM).

If DisWPQWM is set, the spare window starts when the number of hits to the
failed DIMM exceed HaFifoWM.

In either case, if the number of hits to the failed DIMM do not hit the WM, the
spare window will still start after SPAREINTERVAL.NORMOPDUR timer expiration.

28:24

RW_LB

0x0

HaFifoWM (hafifowm):

minimum water mark for HA writes to failed rank. Actual wm is max of WPQ
credit level and HaFifoWM. When wm is hit the HA is backpressured and a
sparing window is started.

If DisSWPQWM is clear, the spare window is started when the number of hits to
the failed DIMM exceed max (# of credits in WPQ not yet returned to the HA,
HaFifoWM).

If DisWPQWM is set, the spare window starts when the number of hits to the
failed DIMM exceed HaFifoWM.

23:16

RW

0x0

SCRATCH_PAD (scratch_pad):
This field is available as a scratch pad.

10:8

RW_LB

0x0

DST_RANK (dst_rank):
Destination logical rank used for the memory copy.

6:4

RW_LB

0x0

SRC_RANK (src_rank):
Source logical rank that provides the data to be copied.

3:2

RW_LB

0x0

CHANNEL SELECT FOR THE SPARE COPY (chn_sel):

Since there is only one spare-copy logic for all channels, this field selects the
channel or channel-pair for the spare-copy operation.

For independent channel operation:

00 = channel 0 is selected for the spare-copy operation

01 = channel 1 is selected for the spare-copy operation

10 = channel 2 is selected for the spare-copy operation

11 = channel 3 is selected for the spare-copy operation

For lock-step channel operation:

0x = channel 0 and channel 1 are selected for the spare-copy operation
1x = channel 2 and channel 3 are selected for the spare-copy operation

0:0

42

RW_LBV

0x0

SPARE_ENABLE (spare_enable):
Spare enable when set to 1. Hardware clear after the sparing completion.
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2.2.4 ssrstatus
Provides the status of a spare-copy memory Init operation.
Type: CFG PortID: N/A
Bus: 1 Device: 19,22 Function: 1
Offset: 0x94
Bit Attr Default Description
2:2 RwW1C 0x0 PATCMPLT (patcmplt):
All memory has been scrubbed. Hardware sets this bit each time the patrol
engine steps through all memory locations. If software wants to monitor 0 --
-> 1 transition after the bit has been set, the software will need to clear the
bit by writing a one to clear this bit in order to distinguish the next patrol
scrub completion. Clearing the bit will not affect the patrol scrub operation.
1:1 RO_V 0x0 SPRCMPLT (sprcmplt):
Spare Operation Complete. Set by hardware once operation is complete. Bit
is cleared by hardware when a new operation is enabled.
Note: just before MC release the HA block prior to the completion of the
sparing operation, iMC logic will automatically update the corresponding
RIR_RNK_TGT target to reflect new DST_RANK.
0:0 RO_V 0x0 SPRINPROGRESS (sprinprogress):
Spare Operation in progress. This bit is set by hardware once operation has
started. It is cleared once operation is complete or fails.
2.2.5 scrubaddressio
Scrub Address Low.
This register contains part of the address of the last patrol scrub request issued. When
running memtest, the failing address is logged in this register on memtest errors.
Software can write the next address to be scrubbed into this register. The STARTSCRUB
bit will then trigger the specified address to be scrubbed. Patrol scrubs must be
disabled to reliably write this register.
Type: CFG PortID: N/A
Bus: 1 Device: 19,22 Function: 1
Offset: 0x98
Bit Attr Default | Description
30:0 | RW_LB | 0x0 RANKADD (rankadd):

v Contains the rank address of the last scrub issued. Can be written to specify the
next scrub address with STARTSCRUB. Patrol Scrubs must be disabled when
writing to this field.
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scrubaddresshi
Scrub Address High.

This register pair contains part of the address of the last patrol scrub request issued.
Software can write the next address into this register. Scrubbing must be disabled to
reliably read and write this register. The STARTSCRUB bit will then trigger the specified
address to be scrubbed.

Type: CFG PortID: N/A
Bus: 1 Device: 19,22 Function: 1
Offset: 0x9c
Bit Attr Default | Description
11:10 | RW_LB | Ox0 CHNL (chnl):
\ Can be written to specify the next scrub address with STARTSCRUB. This

register is updated with channel address of the last scrub address issued. Patrol
Scrubs must be disabled when writing to this field.

7:4 RW_LB | 0x0 RANK (rank):

v Contains the physical rank ID of the last scrub issued. Can be written to specify
the next scrub address with STARTSCRUB. Patrol Scrubs must be disabled
when writing to this field.

scrubcti

This register contains the Scrub control parameters and status.

Type: CFG PortID: N/A

Bus: 1 Device: 19,22 Function: 1
Offset: 0xa0

Bit Attr Default | Description

31:31 | RW_L 0x0 Scrub Enable (scrub_en):

Scrub Enable when set.

30:30 | RW_LB | 0x0 Stop on complete (stop_on_cmpl):

Stop patrol scrub at end of memory range. This mode is meant to be used as
part of memory migration flow. SMI is signalled by default.

29:29 | RW_LB | 0x0 patrol range complete (ptl_cmpl):

v When stop_on_cmpl is enabled, patrol will stop at the end of the address range
and set this bit.

Patrol will resume from beginning of address range when this bit or
stop_on_cmpl is cleared by BIOS and patrol scrub is still enabled by scrub_en.

28:28 | RW_LB | 0x0 Stop on error (stop_on_err):

Stop patrol scrub on poison or uncorrectable. On poison, patrol will log error
then stop. On uncorr, patrol will convert to poison if enabled then stop.

This mode is meant to be used as part of memory migration flow. SMI is
signalled by default.

27:27 | RW_LB | 0x0 patrol stopped (ptl_stopped):
\ When stop_on_err is set, patrol will stop on error and set this bit.

Patrol will resume at the next address when this bit or stop_on_err is cleared by
BIOS and patrol scrub is still enabled by scrub_en.

26:26 | RW_LB | 0x0 SCRUBISSUED (scrubissued):
\ When Set, the scrub address registers contain the last scrub address issued.
25:25 | RW_LB | 0x0 ISSUEONCE (issueonce):

When Set, the patrol scrub engine will issue the address in the scrub address
registers only once and stop.
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Type: CFG PortID: N/A
Bus: 1 Device: 19,22 Function: 1
Offset: 0xa0
Bit Attr Default Description
24:24 | RW_LB | 0x0 STARTSCRUB (startscrub):
\ When Set, the Patrol scrub engine will start from the address in the scrub
address registers. Once the scrub is issued this bit is reset.
23:0 RW_LB | 0x0 SCRUBINTERVAL (scrubinterval):
Defines the interval in DCLKS between patrol scrub requests. The
calculation for this register to get a scrub to every line in 24 hours is: ((86400)/
(memory capacity/64))/cycle time of DCLK. RESTRICTIONS: Can only be
changed when patrol scrubs are disabled.
2.2.8 spareinterval
Defines the interval between normal and sparing operations. Interval is defined in dclk.
Type: CFG PortID: N/A
Bus: 1 Device: 19,22 Function: 1
Offset: Oxa8
Bit Attr Default | Description
28:16 | RW-LB 0x320 NUMSPARE (numspare):
Sparing operation duration. System requests will be blocked during this interval
and only sparing copy operations will be serviced.
15:0 RW-LB | 0xc80 NORMAL OPERATION DURATION (normopdur):
Normal operation duration. System requests will be serviced during this interval.
2.2.9 rasenables

RAS Enables Register

Type: CFG PortID: N/A

Bus: 1 Device: 19,22 Function: 1

Offset: Oxac

Bit Attr Default | Description

0:0 RW_LB | Ox0 MIRROREN (mirroren):
Mirror mode enable. The channel mapping must be set up before this bit will have
an effect on iMC operation. This changes the error policy.
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2.2.10

2.2.11

46

smisparectl

System Management Interrupt and Spare control register.

Type: CFG PortID: N/A

Bus: 1 Device: 19,22 Function: 1
Offset: 0xb4

Bit Attr Default | Description

17:17 | RW-LB | 0x0 INTRPT_SEL_PIN (intrpt_sel_pin):

Enable pin signaling. When set the interrupt is signaled via the ERROR_N[O0] pin
to get the attention of a BMC.

16:16 | RW-LB 0x0 INTRPT_SEL_CMCI (intrpt_sel_cmci):

(CMCI used as a proxy for NMI signaling). Set to enable NMI signaling. Clear to
disable NMI signaling. If both NMI and SMI enable bits are set then only SMI is
sent.

15:15 | RW-LB | 0x0 INTRPT_SEL_SMI (intrpt_sel_smi):
SMI enable. Set to enable SMI signaling. Clear to disable SMI signaling.

leaky_bucket_cfg

The leaky bucket is implemented as a 53-bit DCLK counter. The upper 42-bit of the 53-
bit counter is captured in LEAKY_BUCKET_CNTR_LO and LEAKY_BUCKET_CNTR_HI
registers. The carry “strobe” from the not-shown least significant 11-bit counter will
trigger this 42-bit counter-pair to count. LEAKY_BUCKET_CFG contains two hot
encoding thresholds LEAKY_BKT_CFG_HI and LEAKY_BKT_CFG_LO. The 42-bit
counter-pair is compared with the two thresholds pair specified by LEAKY_BKT_CFG_HI
and LEAKY_BKT_CFG_LO.
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Type:
Bus:
Offset:

CFG
1
0xb8

PortID: N/A
Device: 19,22 Function: 1

Bit

Attr

Default

Description

11:6

RW

0x0

LEAKY_BKT_CFG_HI (leaky_bkt_cfg_hi):

This is the higher order bit select mask of the two hot encoding threshold.
The value of this field specify the bit position of the mask:

00h: reserved

01h: LEAKY_BUCKET_CNTR_LO bit 1, i.e. bit 12 of the full 53b counter

1Fh: LEAKY_BUCKET_CNTR_LO bit 31, i.e. bit 42 of the full 53b counter
20h: LEAKY_BUCKET_CNTR_HI bit 0, i.e. bit 43 of the full 53b counter

29h: LEAKY_BUCKET_CNTR_HI bit 9, i.e. bit 52 of the full 53b counter

2Ah - 3F: reserved

When both counter bits selected by the LEAKY_BKT_CFG_HI and
LEAKY_BKT_CFG_LO are set, the 53b leaky bucket counter will be reset and
the logic will generate a primary leak Strobe which is used by a 2-bit
LEAKY_BKT_2ND_CNTR. LEAKY_BKT_2ND_CNTR_LIMIT specifies the value
to generate LEAK pulse which is used to decrement the correctable error
counter by 1 as shown below:

LEAKY_BKT_2ND_CNTR_LIMIT LEAK pulse to decrement CE counter by 1
00b (default): 4 x Primary leak strobe (four times the value programmed by
the LEAKY_BKT_CFG_HI and LEAKY_BKT_CFG_LO)

01b: 1x Primary leak strobe (same as the value programmed by the
LEAKY_BKT_CFG_HI and LEAKY_BKT_CFG_LO)

10b: 2x Primary leak strobe (two times the value programmed by the
LEAKY_BKT_CFG_HI and LEAKY_BKT_CFG_LO)

11b: 3x Primary leak strobe (two times the value programmed by the
LEAKY_BKT_CFG_HI and LEAKY_BKT_CFG_LO)

Note: A value of all zeroes in LEAKY_BUCKET_CFG register is equivalent to
no leaky bucketing

BIOS must program this register to any non-zero value before switching to

NORMAL mode.
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Type: CFG PortID: N/A

Bus: 1 Device: 19,22 Function: 1
Offset: 0xb8

Bit Attr Default Description

5:0 RW 0x0 LEAKY_BKT_CFG_LO (leaky_bkt_cfg_lo):

This is the lower order bit select mask of the two hot encoding threshold. The
value of this field specify the bit position of the mask:

00h: reserved

01h: LEAKY_BUCKET_CNTR_LO bit 1, i.e. bit 12 of the full 53b counter

1Fh: LEAKY_BUCKET_CNTR_LO bit 31, i.e. bit 42 of the full 53b counter
20h: LEAKY_BUCKET_CNTR_HI bit 0, i.e. bit 43 of the full 53b counter

29h: LEAKY_BUCKET_CNTR_HI bit 9, i.e. bit 52 of the full 53b counter

2Ah - 3F: reserved

When both counter bits selected by the LEAKY_BKT_CFG_HI and
LEAKY_BKT_CFG_LO are set, the 53b leaky bucket counter will be reset and
the logic will generate a primary leak Strobe which is used by a 2-bit
LEAKY_BKT_2ND_CNTR. LEAKY_BKT_2ND_CNTR_LIMIT specifies the value
to generate LEAK pulse which is used to decrement the correctable error
counter by 1 as shown below:

LEAKY_BKT_2ND_CNTR_LIMIT LEAK pulse to decrement CE counter by 1
00b (default): 4 x Primary leak strobe (four times the value programmed by
the LEAKY_BKT_CFG_HI and LEAKY_BKT_CFG_LO)

01b: 1x Primary leak strobe (same as the value programmed by the
LEAKY_BKT_CFG_HI and LEAKY_BKT_CFG_LO)

10b: 2x Primary leak strobe (two times the value programmed by the
LEAKY_BKT_CFG_HI and LEAKY_BKT_CFG_LO)

11b: 3x Primary leak strobe (two times the value programmed by the
LEAKY_BKT_CFG_HI and LEAKY_BKT_CFG_LO)

Note: A value of all zeroes in LEAKY_BUCKET_CFG register is equivalent to
no leaky bucketing

MRC BIOS must program this register to any non-zero value before switching

to NORMAL mode.

2.2.12 leaky__bucket_cntr_lo

Type: CFG PortID: N/A

Bus: 1 Device: 19,22 Function: 1
Offset: 0xcO

Bit Attr Default Description

31:0 RW_V 0x0 Leaky Bucket Counter Low (leaky_bkt_cntr_lo):

This is the lower half of the leaky bucket counter. The full counter is actually a
53b “"DCLK"” counter. There is a least significant 11b of the 53b counter is not
captured in CSR. The carry “strobe” from the not-shown least significant 11b
counter will trigger this 42b counter pair to count. The 42b counter-pair is
compared with the two-hot encoding threshold specified by the
LEAKY_BUCKET_CFG_HI and LEAKY_BUCKET_CFG_LO pair. When the counter
bits specified by the LEAKY_BUCKET_CFG_HI and LEAKY_BUCKET_CFG_LO
are both set, the 53b counter is reset and the leaky bucket logic will generate
a LEAK strobe last for 1 DCLK.
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2.2.13 leaky_bucket_cntr_hi
Type: CFG PortID: N/A
Bus: 1 Device: 19,22 Function: 1
Offset: Oxc4
Bit Attr Default | Description
9:0 RW_V 0x0 Leaky Bucket Counter High Limit (leaky_bkt_cntr_hi):
This is the upper half of the leaky bucket counter. The full counter is actually a
53b “"DCLK"” counter. There is a least significant 11b of the 53b counter is not
captured in CSR. The carry “strobe” from the not-shown least significant 11b
counter will trigger this 42b counter pair to count. The 42b counter-pair is
compared with the two-hot encoding threshold specified by the
LEAKY_BUCKET_CFG_HI and LEAKY_BUCKET_CFG_LO pair. When the counter
bits specified by the LEAKY_BUCKET_CFG_HI and LEAKY_BUCKET_CFG_LO are
both set, the 53b counter is reset and the leaky bucket logic will generate a
LEAK strobe last for 1 DCLK.
2.3 Device 19,22 Functions 2,3,4,5
DID VID Oh DIMMMTR_O 80h
PCISTS PCICMD 4h DIMMMTR_1 84h
CCR RID 8h DIMMMTR_2 88h
8Ch

1Ch 9Ch
20h AOh
24h Adh
28h A8h

MINGNT

30h BOh

CAPPTR 34h B4h

INTPIN

B8h
BCh

PXPCAP

Coh
Cah
C8h
CCh
DOh
D4h
D8h
DCh
EOh
E4h
E8h
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6Ch ECh
70h FOh
74h F4h
78h F8h
7Ch FCh
2.3.1 pxpcap
Type: CFG PortID: N/A
Bus: 1 Device: 19,22 Function: 2,3,4,5
Offset: 0x40
Bit Attr Default Description
29:25 RO 0x0 Interrupt Message Number (interrupt_message_number):
NA for this device
24:24 RO 0x0 Slot Implemented (slot_implemented):
NA for integrated endpoints
23:20 RO 0x9 Device/Port Type (device_port_type):
Device type is Root Complex Integrated Endpoint
19:16 RO 0Ox1 Capability Version (capability_version):
PCI Express Capability is Compliant with Version 1.0 of the PCI Express
Spec.
Note:

This capability structure is not compliant with Versions beyond 1.0, since
they require additional capability registers to be reserved. The only purpose
for this capability structure is to make enhanced configuration space
available. Minimizing the size of this structure is accomplished by reporting
version 1.0 compliancy and reporting that this is an integrated root port
device. As such, only three Dwords of configuration space are required for
this structure.

15:8 RO 0x0 Next Capability Pointer (next_ptr):

Pointer to the next capability. Set to 0 to indicate there are no more
capability structures.

7:0 RO 0x10 Capability ID (capability_id):
Provides the PCI Express capability ID assigned by PCI-SIG.

2.3.2 dimmmtr_[0:2]
DIMM Memory Technology.

Type: C